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Abstract:
Despite the great success of deep neural networks, the adversarial attack
can cheat some well-trained classifiers by small permutations.   We
propose a specific type of adversarial attack that can cheat classifiers by
significant changes. Statistically, the existing adversarial attack increases
Type II error and the proposed one aims at Type I error, which are hence
named as Type II and Type I adversarial attack, respectively. To implement
the proposed attack, a supervised variation autoencoder is designed and
then the classifier is attacked by updating the latent variables using
gradient information. Besides, with pretrained generative models, Type I
attack on latent spaces is investigated as well.   The existing adversarial
attacks have high success rates only when the information of the victim
DNN is well-known or could be estimated by the structure similarity or
massive queries. We propose Attack on Attention (AoA), a semantic
property commonly shared by DNNs. AoA enjoys a significant increase in
transferability when the traditional cross entropy loss is replaced with the
attention loss. Since AoA alters the loss function only, it could be easily
combined with other transferability-enhancement techniques and then
achieve SOTA performance. We apply AoA to generate 50000 adversarial
samples from ImageNet validation set to defeat many neural networks,
and thus name the dataset as DAmageNet. Some recent research results
on the robustness of deep neural networks will also be presented. Three
papers about above topics have been published in TPAMI and PR in recent
years.
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