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SayCan: Grounding Language in Robotic Affordances

Introduction

SayCan

Do As I Can, Not As I Say
Grounding Language in Robotic Affordances

Uses LLM capabilities for robot agents without additional model
training

Grounds LLMs (Say) through affordance functions (Can)

Generates feasible plans for robots

Can be integrated with chain-of-thought prompting to handle
tasks that require reasoning

https://say-can.github.io/


SayCan
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Introduction

SayCan

Figure: LLMs have not interacted with their environment and
observed the outcome of their responses, and thus are not
grounded in the world. SayCan grounds LLMs via value functions.
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SayCan: Grounding Language in Robotic Affordances

Preliminaries

Large Language Models

Language Models:
p(W ) =

∏n
j=0 p(wj |w<j),W = {w0,w1, · · · ,wn}

Large Language Models (LLMs): Transformers, BERT,
GPT-3, LAMDA, and PaLM etc.
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Preliminaries

Value Functions and RL

Goal: Accurately predict whether a skill is feasible at a current state.

A Markov Decision Process (MDP): M = (S,A,P,R, γ)

State-transition probability function: P : S ×A × S → R+

Reward function: R : S ×A → R

Action value function (Q-function):
Qπ(s,a) = Ea∼π(a|s)

∑
t R(st ,at)

Temporal-difference (TD) based methods
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Method

SayCan: Do As I Can, Not As I Say

Problem Statement

Given
a set of skills

∏
each skill π ∈

∏
comes with a language description (textual label) lπ

An affordance function p(cπ|s, lπ)
The system receives a natural language instruction i
The LLM provides us with p(lπ|i)
Probability of actually completing the instruction
p(ci |i , s, lπ) ∝ p(cπ|s, lπ)p(lπ|i)
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Method

SayCan: Do As I Can, Not As I Say

Connecting Large Language Models to Robots

□ Break down the high-level instruction into available low-level skills

Prompt engineering

Constrained responses: scoring language models

Iteratively select a skill and appending it to the instruction.

π = argmax
π∈

∏ p(cπ|s, lπ)p(lπ|i) (1)
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Method

SayCan: Do As I Can, Not As I Say

Ground large language models through value functions

Figure: Value function space Figure: Visualization
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Method

SayCan: Do As I Can, Not As I Say

Interpretability:
structure the planning as a dialog between a user and a robot
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Method

SayCan: Do As I Can, Not As I Say

Algorithm 1: SayCan

Given: A high-level instruction i , state s0, skill set
∏

and l∏
1 n = 0, π = ∅
2 while lπn−1 ̸= “done” do
3 C = ∅
4 for π ∈

∏
and lπ ∈ l∏ do

5 pLLM
π = p(lπ|i , lπn−1 , · · · , lπ0)

6 paffordance
π = p(cπ|sn, lπ)

7 pcombined
π = paffordance

π pLLM
π

8 C = C ∪ pcombined
π

9 end
10 πn = argmax

π∈
∏ C, Execute πn(sn), update state sn+1,

n = n + 1
11 end
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Implementing SayCan in a Robotic System

Language-Conditioned Robotic Control Policies

Obtain policies and value functions for given skills

Figure: Nework architecture in RL policy
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Implementing SayCan in a Robotic System

Training the Low-Level Skills

Figure: Nework architecture in BC policy



SayCan

Experimental Evaluation

Experimental Setup & Evaluation Metrics

Experimental Setup
The LLM used is 540B PaLM

Figure: Office kitchen Figure: 15 objects

Figure: Mobile manipulator
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Experimental Evaluation

Experimental Setup & Evaluation Metrics

Instructions and Metrics

Test across 101 instructions from 7 instruction family

Instruction Family Num Explanation Example Instruction
NL Single Primitive 15 NL queries for a single primitive Let go of the coke can
NL Nouns 15 NL queries focused on abstract nouns Bring me a fruit
NL Verbs 15 NL queries focused on abstract verbs Restock the rice chips on the far counter
Structured Language 15 Structured language queries, mirror NL Verbs Move the rice chips to the far counter
Embodiment 11 Queries to test SayCan’s understanding of the Put the coke on the counter. (starting

current state of the environment and robot from different completion stages
Crowd-Sourced 15 Queries in unstructured formats My favorite drinks is redbull, bring one
Long-Horizon 15 Long-horizon queries that require many steps I spilled my coke on the table, throw it

of reasoning away and bring me something to clean

Metrics
plan success rate
execution success rate
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Results

Results
Performance of PaLM-SayCan across 101 tasks

Mock Kitchen Kitchen No Affordance No LLM
PaLM-
SayCan

PaLM-
SayCan

PaLM-
SayCan

PaLM-
SayCan

No VF Gen. BC NL BC USE

Family Num Plan Execute Plan Execute Plan Plan Execute Execute
NL Single 15 100% 100% 93% 87% 73% 87% 0% 60%
NL Nouns 15 67% 47% 60% 40% 53% 53% 0% 0%
NL Verbs 15 100% 93% 93% 73% 87% 93% 0% 0%
Structured 15 93% 87% 93% 47% 93% 100% 0% 0%
Embodiment 11 64% 55% 64% 55% 18% 36% 0% 0%
Crowd Sourced 15 87% 87% 73% 60% 67% 80% 0% 0%
Long-Horizon 15 73% 47% 73% 47% 67% 60% 0% 0%
Total 101 84% 74% 81% 60% 67% 74% 0% 9%

Table 2: Success rates of instructions by family. PaLM-SayCan achieves a planning success rate of 84% and
execution success rate of 74% in the training environment and 81% planning and 60% execution in a real
kitchen. No VF uses the maximum score skill from the LLM, Generative (Gen.) uses a generative LLM
and then projects to the nearest skill via USE embeddings, BC NL uses the policy with the natural language
instruction, and BC USE uses the policy with the natural language instruction projected to the nearest skill via
USE embeddings.

Ablating the Language Model. SayCan is able to improve with improved language models. The
LLM used herein was PaLM [9], a 540B parameter model. In this section we ablate over 8B, 62B,
and 540B parameter models as well as the 137B parameter FLAN model [8] which is finetuned
on a “instruction answering” dataset. Appendix Table 6 shows each model on a set of generative
problems, where we find that generally larger models perform better, though the difference between
the 62B and 540B model is small. Results in other works, such as Chain of Thought Prompting [24],
indicate this difference may be more pronounced on more challenging problems – this is shown
in Section 5.2. We also find that PaLM outperforms FLAN. Though FLAN was fine-tuned on
instruction answering, the broader and improved dataset for PaLM may make up for this difference
in training.

While it is expected that the generative performance of the language model will improve with better
language models, it is unclear how the LLM size influences the final robotics success rate. Table 3
shows PaLM 540B and FLAN on robot running the full SayCan algorithm. The results show that
the system using PaLM with affordance grounding (PaLM-SayCan) chooses the correct sequence
of skills 84% of the time and executes them successfully 74% of the time, reducing errors by half
compared to FLAN. This is particularly exciting because it represents the first time we can see how
an improvement in language models translates to a similar improvement in robotics. This result
indicates a potential future where the fields of language processing and robotics can collaboratively
improve each other and scale together.

PaLM-SayCan FLAN-SayCan
Family Num Plan Execute Plan Execute
NL Single 15 100% 100% 67% 67%
NL Nouns 15 67% 47% 60% 53%
NL Verbs 15 100% 93% 80% 67%
Structured 15 93% 87% 100% 87%
Embodiment 11 64% 55% 64% 55%
Crowd Sourced 15 87% 87% 73% 67%
Long-Horizon 15 73% 47% 47% 33%
Total 101 84% 74% 70% 61%

Table 3: Success rates of instructions by family. SayCan achieves a planning success rate of 84% and execution
success rate of 74% with PaLM and FLAN achieves 70% planning and 61% success. SayCan scales and
improves with improved LLMs.

5.2 Case Studies of New Capabilities of PaLM-SayCan

PaLM-SayCan enables new capabilities. First, we show that it is very easy to incorporate new skills
into the system, and use drawer manipulation as an example. Second, we show by leveraging chain
of thought reasoning, we are able to solve complex tasks that require reasoning. Finally we show
the system can work with multilingual queries, without explicitly being designed to.

Adding Skills: Drawer Manipulation (Appendix E.3). SayCan is capable of integrating new
skills by simply adding the new skills as options for the LLM and providing accompanying value
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Experimental Evaluation

Case studies of New Capabilities

Adding Skills

Integrating new skills
Adding new skills as options for the LLM
Providing accompanying value functions
Adding and example in the prompt with that skill

Figure: An example of drawer manipulation (long-horizon planning)
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Case studies of New Capabilities

Chain of Thought Reasoning

Modify the prompt to include a part called “Explanation”

functions and add an example in the prompt with that skill. For example, with the skills open, close,
and go to the drawer, SayCan is capable of solving tasks such as “restock the coke and pepsi into
the drawer”. Over 21 queries we found a planning rate of 100% and an execution rate of 33% (due
to failures of the chained manipulation policy), with no loss in performance for other instructions.

Figure 7: A sequence of the robot taking rice chips from the drawers. Note the robot only has one arm, so it
needs to plan a long sequence to first take rice chips out of drawer and place on the counter, and then pick it up
again after closing the drawer.

CHAIN-OF-THOUGHT PLANNING ROLLOUT WITH PALM-SAYCAN.
Human: Can you bring a fruit-flavored drink without caffeine?
Explanation: The user has asked for a drink that is fruit-flavored and does not have caffeine, I will bring the
lime soda.
Robot: 1. find a lime soda, 2. pick up the lime soda, 3. bring it to you, 4. put down the lime soda, 5. done

Human: Bring me the spicy chips.
Explanation: The user has asked for chips that are spicy, I will bring the Jalapeno chips.
Robot: 1. find the jalapeno chips, 2. pick up the jalapeno chips, 3. bring it to you, 4. put down the jalapeno
chips, 5.done

Human: The snack is too small, bring me something more filling.
Explanation: The user has asked for a snack that is more filling, I will bring the multigrain chips.
Robot: 1. find the multigrain chips, 2. pick up the multigrain chips, 3. bring it to you, 4. put down the
multigrain chips, 5. done

Table 4: Chain-of-thought planning rollout with PaLM-SayCan. The highlighted part is the chain of thought
generated by PaLM-SayCan.

Chain of Thought Reasoning. SayCan can be integrated with recent work improving LLM reason-
ing, such as Chain of Thought [24]. One limitation of vanilla SayCan is that it doesn’t handle tasks
that involves negation. This is inherited from underline language models, and studied in the NLP
community [19]. However, we found by using chain-of-thought prompting [24] we can improve
SayCan on this front.

For chain-of-thought prompting-based SayCan, we need to modify the prompt to include a part
called “Explanation”. We also slightly change how we use the language model. Instead of directly
using the scoring interface to rank possible options, we first use the generative decoding of LLM to
create an explanation, and then use the scoring mode, by including the explanation into the prompt.
The full prompt is shown in Appendix E.4 Listing 3.

A few successful rollouts of the model at evaluation time is shown in Table 4. As we can see, with
chain of thought prompting, the model can handle negations and tasks that require reasoning.

Multilingual Queries (Appendix E.5). While not explicitly designed to work with multilingual
queries, PaLM-SayCan is able to handle them. The LLM was trained on multilingual corpora and
thus SayCan can handle multilingual queries other than English. The results of SayCan on multi-
lingual queries are summarized in Table. 8, and there is almost no performance drop in planning
success rate when changing the queries from English to Chinese, French and Spanish.

10
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Case studies of New Capabilities

Multilingual Queries

The underlying LM has been trained on multilingual corpora

Listing 3: Chain-of-thought prompt in SayCan.
Robot: Hi there, I’m a robot operating in an office kitchen.
You can ask me to do various tasks and I’ll tell you the sequence of actions I would do to accomplish your

task.
The following objects are in the scene: 7up, apple, tea, multigrain chips, kettle chips, jalapeno chips,

rice chips, coke, grapefruit soda, pepsi, redbull, energy bar, lime soda, sponge, and water bottle.
The following locations are in the scene: close counter, far counter, table, you, trash, bowl.
Human: Hold the sponge
Explanation: The user has asked for a single skill, I will just pick up the sponge.
Robot: 1. pick up the sponge, 2. done.
Human: Put the kettle chips here
Explanation: The user has asked for a type of chips, I will bring those to them.
Robot: 1. put down the kettle chips, 2. done.
Human: Move the grapefruit drink from the table to the close counter
Explanation: The user has asked me to move the grapefruit drink to the counter.
Robot: 1. find a grapefruit soda, 2. pick up the grapefruit soda, 3. go to the counter, 4. put down the

grapefruit soda, 5. done.
Human: Bring me some snacks
Explanation: The user has asked for snacks, I will bring jalapeno chips and an apple.
Robot: 1. find a jalapeno chips, 2. pick up the jalapeno chips, 3. bring it to you, 4. put down the

jalapeno chips, 5. find an apple, 6. pick up the apple, 7. bring it to you, 8. put down the apple, 9.
done.

Human: Bring me something that isn’t a fruit
Explanation: The user has asked for something food that isn’t an fruit, I will bring an energy bar.
Robot: 1. find an energy bar, 2. pick up the energy bar, 3. bring it to you, 4. put down the energy bar,

5. done.
Human: Put the rice chips in the bowl and then move the tea to the table
Explanation: The user has asked me to do two tasks, I will do one and then the other.
Robot: 1. find the rice chips, 2. pick up the rice chips, 3. go to the bowl, 4. put down the rice chips,

5. pick up the tea, 6. go to the table, 7. put down the tea, 8. done.
Human: Throw away a redbull
Explanation: The user has asked me to throw away the redbull can, I will move it to the trash.
Robot: 1. find a redbull, 2. pick up the redbull, 3. go to trash, 4. put down the redbull, 5. done.

E.5 Multilingual Queries

Since the underlying LM we used [9] has been trained on multilingual corpora, SayCan can handle
multilingual queries out of the box. The results of SayCan on multilingual queries are summarized
in Table. 8, and there is almost no performance drop on planning success rate when changing the
queries from English to Chinese, French and Spanish.

Instruction Plan rate
bring me a can of coke 1.0
throw away the coke can 1.0
I spilled my coke, can you bring me something to help
clean

1.0

拿一罐可乐给我 1.0
扔掉可乐罐 1.0
我的可乐洒了，你能给我拿点东西来帮忙打扫吗 1.0
apporte moi une canette de coca 1.0
jeter la canette de coca 1.0
J’ai renversé mon coca, peux-tu m’apporter quelque
chose pour m’aider à nettoyer

0.0

tráeme una lata de coca cola 1.0
tirar la lata de coca cola 1.0
Derramé mi coca cola, ¿puedes traerme algo para ayu-
dar a limpiar

1.0

Table 8: Multilingual queries plan success rate. instruction 4-12 are the Chinese, French and Spanish translation
of first 3 queries.

E.6 Additional Results

Additional results are shown in Figure 14 and Figure 17 and some failure cases in Figure 16. For
videos of the rollouts, please visit the our website https://say-can.github.io

30
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Case studies of New Capabilities

Closed-Loop Planning: Inner Monologue

Leveraging various sources of environment feedbacks

Continually injecting information into the LLM planning prompts deep features

place

Action: "go to table"
Robot

Human

Scene Descriptor

I see: coke, water, chocolate bar.

Robot EnvironmentsRobot Planning & Interaction Grounded Closed-Loop Feedback

Can you bring me the drink from the table?

Do you want water or coke?
Robot

Human

Coke please.
Robot

Action: "pick up the coke"
Robot

Action: "bring it to you"
Robot

Action: "pick up the coke"
Success Detector

Action was not successful.
Success Detector

Action was successful.

Robot

Success DetectorScene Descriptor

(b)

(c)

(a)Human

Figure 1: Inner Monologue enables grounded closed-loop feedback for robot planning with large language models
by leveraging a collection of perception models (e.g., scene descriptors and success detectors) in tandem with pretrained
language-conditioned robot skills. Experiments show our system can reason and replan to accomplish complex
long-horizon tasks for (a) mobile manipulation and (b,c) tabletop manipulation in both simulated and real settings.

multimodal-informed perception through language [19], to the best of our knowledge no work has studied
the critical link of not only planning with language, but also informing embodied feedback with language,
which we investigate in this work.

Specifically, we study methods and sources of feedback for closing the agent-environment loop via an
inner monologue and their impact on downstream execution success and new capabilities arising from
such interaction. In particular, we combine multiple perception models that perform various tasks such as
language-conditioned semantic classification or language-based scene description, together with feedback
provided by a human user that the robot is cooperating with. To execute the commands given by a user, the
actions are chosen from a set of pre-trained robotic manipulation skills together with their textual descriptions
that can be invoked by a language model. Our proposed system Inner Monologue chains together these
various components (perception models, robotic skills, and human feedback) in a shared language prompt,
enabling it to successfully perform user instructions.

Finally, we show that Inner Monologue, without requiring additional training beyond a frozen language model
and pre-trained robotic skills, can accomplish complex, long-horizon, and unseen tasks in simulation as well
as on two real-world robotic platforms. Notably, we show that it can efficiently retry under observed stochastic
failure, replan under systematic infeasibility, or request human feedback for ambiguous queries, resulting
in significantly improved performance in dynamical environments. As a demonstration of the versatility
of LLMs and grounded closed-loop feedback, we additionally show several surprising capabilities emerging
from the inner monologue formulation, including continued adaptation to new instructions, self-proposed
goals, interactive scene understanding, multilingual interactions, and more.

2 Related Work

Task and Motion Planning. Task and motion planning [22, 23] requires simultaneously solving a
high-level, discrete task planning problem [24, 25, 26], and a low-level, continuous motion planning problem
[27]. Traditionally, this problem has been solved through optimization [28, 29] or symbolic reasoning
[24, 26], but more recently machine learning has been applied to aspects of the problem via learned
representations, learned task-primitives, and more [30, 31, 32, 33, 34, 35, 36, 37, 38]. Some works utilize
language for planning and grounding [39, 40, 41, 42, 43, 44]. Others have approached the problem through
hierarchical learning [45, 46, 34, 47, 48, 49, 50]. In this work, we leverage pre-trained LLMs and their
semantic knowledge, along with trained low-level skills, to find feasible plans.

Task Planning with Language Models. Various prior works have explored using language as a space for
planning [51, 52, 20, 53, 21, 19]. Similar to ours are recent task planning approaches that leverage pre-trained
autoregressive LLMs to decompose abstract, high-level instructions into a sequence of low-level steps
executable by an agent [20, 21] in a zero-shot manner. Specifically, Huang et al. [20] prompt GPT-3 [9] and
Codex [54] to generate action plans for embodied agents, where each action step is semantically translated to an
admissible action with a Sentence-RoBERTa model [55, 56]. SayCan [21] instead grounds the actions by mul-
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Open Source Environment

Single step selection: affordance scoring, LLM scoring
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Open Source Environment

OpenAI completions API
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Open Source Environment

Iterative process of planning
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Conclusions and Limitations

Conclusion and Limitations

Conclusions
Grounds LLMs (Say) through affordance functions (Can)
Generates feasible and contextually appropriate plans for
robots
Improves a robot’s performance by enhancing the
underlying language model

Limitations
Dependence on the training data
Bottleneck: the range and capabilities of the underlying
skills
Struggle to react to situations where individual skills fail
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Future Work

Future Work

Improve the language model itself by leveraging real-world
robotic experience
Other sources of grounding (instead of using value function
to score affordances)
Other ways of combining robot planning, interaction and
language
Whether natural language is the right ontology to use to
program robots
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Future Work

Vision-Language-Action Model

Robotics Transformer 2

Learn to map robot observations to actions
Co-fine-tune vision-language models on both robotic
trajectory data and Internet-scale vision-language tasks
Express robotic actions as text tokens

Figure: Robot action token numbers: “1 128 91 241 5 101 127 217”
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Future Work

Vision-Language-Action Model

Approach overview of RT-2
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Future Work

Limitations of RT-2

Limitations
Robots do not acquire any new physical skills from
web-scale data
Computation cost is high while demanding high-frequency
control and real-time inference

Future directions
Motion/animation capture from videos of humans
(animation retargeting)
Quantization and distillation techniques
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Future Work

Research Direction

Robot Learning

Goal: expanding robots’ perception and physical interaction capabilities

Multi-model perception: harnessing vision, touch, audio,
and language for fine-grained and effective manipulation
Embodied intelligence: focusing on long-horizon planing,
generalization to diverse environments, and sim-to-real
transfer
Intuitive physics: learning structured world models for
robotic manipulation of objects with diverse physical
properties
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Future Work

Thank you very much!
Q&A
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