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Neural Radiance Field

NeRF: Representing Scenes as Neural Radiance Fields for
View Synthesis1

Input: (x, y, z, θ, ϕ)
Output: (r, g, b, σ)
MLP: Fθ : (x, y, z, θ, ϕ) → (r, g, b, σ)

1ECCV 2020 Oral - Best Paper Honorable Mention

https://drive.google.com/file/d/10xFx8jxSWo3SVGpgJnA-Ot1EdmcdGuV6/view?usp=sharing
https://www.matthewtancik.com/nerf


NeRF, VLM and Robotic Manipulation

Neural Radiance Field & Feature Field Distillation

Neural Radiance Field

What Can NeRF Representation Do?

2 B. Mildenhall, P. P. Srinivasan, M. Tancik et al.

Input Images Optimize NeRF Render new views

Fig. 1: We present a method that optimizes a continuous 5D neural radiance
field representation (volume density and view-dependent color at any continuous
location) of a scene from a set of input images. We use techniques from volume
rendering to accumulate samples of this scene representation along rays to render
the scene from any viewpoint. Here, we visualize the set of 100 input views of the
synthetic Drums scene randomly captured on a surrounding hemisphere, and we
show two novel views rendered from our optimized NeRF representation.

from a particular viewpoint we: 1) march camera rays through the scene to
generate a sampled set of 3D points, 2) use those points and their corresponding
2D viewing directions as input to the neural network to produce an output
set of colors and densities, and 3) use classical volume rendering techniques to
accumulate those colors and densities into a 2D image. Because this process is
naturally differentiable, we can use gradient descent to optimize this model by
minimizing the error between each observed image and the corresponding views
rendered from our representation. Minimizing this error across multiple views
encourages the network to predict a coherent model of the scene by assigning
high volume densities and accurate colors to the locations that contain the true
underlying scene content. Figure 2 visualizes this overall pipeline.

We find that the basic implementation of optimizing a neural radiance field
representation for a complex scene does not converge to a sufficiently high-
resolution representation and is inefficient in the required number of samples per
camera ray. We address these issues by transforming input 5D coordinates with
a positional encoding that enables the MLP to represent higher frequency func-
tions, and we propose a hierarchical sampling procedure to reduce the number of
queries required to adequately sample this high-frequency scene representation.

Our approach inherits the benefits of volumetric representations: both can
represent complex real-world geometry and appearance and are well suited for
gradient-based optimization using projected images. Crucially, our method over-
comes the prohibitive storage costs of discretized voxel grids when modeling
complex scenes at high-resolutions. In summary, our technical contributions are:

– An approach for representing continuous scenes with complex geometry and
materials as 5D neural radiance fields, parameterized as basic MLP networks.

– A differentiable rendering procedure based on classical volume rendering tech-
niques, which we use to optimize these representations from standard RGB
images. This includes a hierarchical sampling strategy to allocate the MLP’s
capacity towards space with visible scene content.

Figure: Optimize from a set of input images and render novel views

https://drive.google.com/file/d/1rzre54V1404p6Lqh_jjMko2N2BECrBgY/view?usp=sharing
https://drive.google.com/file/d/1z1YGOf4oFdR2JKc8kLD2CMoTUgbkZ2eX/view?usp=sharing
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How to Optimize

Given: a set of captured RGB images of the scene

Volume Rendering: 5D radiance field → RGB images

Loss: L =
∑

r∈R [∥Ĉc(r)− C(r)∥22 + ∥Ĉf (r)− C(r)∥22]

https://drive.google.com/file/d/1muRWQwRyy3xgaSa9WXJ7mgSpjfHf92Jn/view?usp=sharing
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NeRF Overview

NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis 5
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Fig. 2: An overview of our neural radiance field scene representation and di↵er-
entiable rendering procedure. We synthesize images by sampling 5D coordinates
(location and viewing direction) along camera rays (a), feeding those locations
into an MLP to produce a color and volume density (b), and using volume ren-
dering techniques to composite these values into an image (c). This rendering
function is di↵erentiable, so we can optimize our scene representation by mini-
mizing the residual between synthesized and ground truth observed images (d).

direction as a 3D Cartesian unit vector d. We approximate this continuous 5D
scene representation with an MLP network F⇥ : (x,d) ! (c,�) and optimize its
weights ⇥ to map from each input 5D coordinate to its corresponding volume
density and directional emitted color.

We encourage the representation to be multiview consistent by restricting
the network to predict the volume density � as a function of only the location
x, while allowing the RGB color c to be predicted as a function of both location
and viewing direction. To accomplish this, the MLP F⇥ first processes the input
3D coordinate x with 8 fully-connected layers (using ReLU activations and 256
channels per layer), and outputs � and a 256-dimensional feature vector. This
feature vector is then concatenated with the camera ray’s viewing direction and
passed to one additional fully-connected layer (using a ReLU activation and 128
channels) that output the view-dependent RGB color.

See Fig. 3 for an example of how our method uses the input viewing direction
to represent non-Lambertian e↵ects. As shown in Fig. 4, a model trained without
view dependence (only x as input) has di�culty representing specularities.

4 Volume Rendering with Radiance Fields

Our 5D neural radiance field represents a scene as the volume density and di-
rectional emitted radiance at any point in space. We render the color of any ray
passing through the scene using principles from classical volume rendering [16].
The volume density �(x) can be interpreted as the di↵erential probability of a
ray terminating at an infinitesimal particle at location x. The expected color
C(r) of camera ray r(t) = o + td with near and far bounds tn and tf is:

C(r) =

Z tf

tn

T (t)�(r(t))c(r(t),d)dt , where T (t) = exp

✓
�
Z t

tn

�(r(s))ds

◆
. (1)
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Volume Rendering with Radiance Fields

NeRF output: (c(x,d), σ(x))

Expected color:

C(r) =

∫ tf

tn

T (t)σ(r(t))c(r(t),d) dt (1)

Accumulated transmittance:

T (t) = exp(−
∫ t

tn

σ(r(s)) ds (2)

https://www.scratchapixel.com/lessons/3d-basic-rendering/ray-tracing-generating-camera-rays/generating-camera-rays.html
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Numerical Estimation

Stratified sampling:

ti ∼ U

[
tn +

i− 1

N
(tf − tn), tn +

i

N
(tf − tn)

]
(3)

Approximated color:

Ĉ(r) =

N∑

i=1

Ti(1− exp(−σiδi))ci (4)

where

Ti = exp(−
i−1∑

j=1

σjδj), δi = ti+1 − ti
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Volume Rendering Digest

Differential probability (reparameterization):

σ(x) → σ(t)

given r = (o,d), r(t) = o+ td

Transmittance:

T (t+ dt) = T (t) · (1− dt · σ(t)) (5)

https://arxiv.org/abs/2209.02417
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Transmittance

T (t+ dt) = T (t) · (1− dt · σ(t))
T (t+ dt)− T (d)

dt
≡ T ′(t) = −T (t)σ(t)

Solve this classical differential equation as follows:

T ′(t) = −T (t)σ(t)
∫ b

a

T ′(t)

T (t)
dt = −

∫ b

a
σ(t) dt

log T (t)

∣∣∣∣
b

a

= −
∫ b

a
σ(t) dt

T (a → b) ≡ T (b)

T (a)
= exp(−

∫ b

a
σ(t) dt)

(6)
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Homogeneous Media

constant ca, σa over a ray segment [a, b]

C(a → b) =

∫ b

a
T (a → t) · σ(t) · c(t) dt

= σa · ca
∫ b

a
T (a → t) dt

= σa · ca
∫ b

a
exp(−

∫ t

a
σ(u) du) dt

= σa · ca
∫ b

a
exp(−σa(t− a)) dt

= σa · ca ·
exp(−σa(t− a))

−σa

∣∣∣∣
b

a

= ca · (1− exp(−σa(b− a))

(7)
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Transmittance Is Multiplicative

T (a → c) = exp

(
−
∫ c

a
σ(t) dt

)

= exp

(
−
[ ∫ b

a
σ(t) dt+

∫ c

b
σ(t) dt

])

= exp

(
−
∫ b

a
σ(t) dt

)
exp

(
−

∫ c

b
σ(t) dt

)

= T (a → b) · T (b → c)

(8)
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Transmittance for Piecewise Constant Data

Given: {[ti, ti+1]}Ni=1, t1 = 0, δi = ti+1 − ti

Constant: σi

Ti = T (ti) = T (0 → ti) = exp

(
−
∫ ti

0
σ(t) dt

)

= exp

( i−1∑

j=1

−σjδj

) (9)
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Volume Rendering of Piecewise Constant Data

C(tN+1) =

N∑

i=1

∫ ti+1

ti

T (t) · σi · ci dt

=

N∑

i=1

∫ ti+1

ti

T (0 → ti) · T (ti → t) · σi · ci dt

=

N∑

i=1

T (0 → ti)

∫ ti+1

ti

T (ti → t) · σi · ci dt constant

=

N∑

i=1

T (0 → ti) · (1− exp(−σi(ti+1 − ti))) · ci from (7)
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Volume Rendering from NeRF

C(tN+1) =

N∑

i=1

Ti · (1− exp(−σiδi)) · ci, (10)

where

Ti = exp(−
i−1∑

j=1

σjδj), δi = ti+1 − ti

re-express:

C(tN+1) =

N∑

i=1

Ti · αi · ci (11)

where
αi ≡ 1− exp(−σiδi)
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Volume Rendering in Practice

nerf demo

https://drive.google.com/file/d/16jNHcA3rl36TGQBLrNgWD0S0agChX7Uj/view?usp=sharing
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NeRF Core Optimization Loop
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How Did NeRF and VLMs Get Married?

Decomposing NeRF for Editing
via Feature Field Distillation2

Editing a scene represented by a NeRF is challenging

Semantic scene decomposition? 3D feature field

Distill the knowledge of VLMs

2NeurIPS 2022

https://pfnet-research.github.io/distilled-feature-fields/
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Distilled Feature Field

Maps from (x,d) to (c(x,d), σ(x), f(x))

Volume Rendering

F̂(r) =

K∑

k=1

T̂ (tk)α(σkδk)f(xk) (12)

Loss
L = Lp + λLf

Lp =
∑

r∈R

∣∣∣∣
∣∣∣∣Ĉ(r)−C(r)

∣∣∣∣
∣∣∣∣
2

2

Lf =
∑

r∈R

∣∣∣∣
∣∣∣∣F̂(r)− fimg(I, r)

∣∣∣∣
∣∣∣∣
1

(13)
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Feature Field Distillation

volume
rendering

minimize
difference DecompositionTraining query   

3.2 Pre-trained Models and Zero-shot Segmentation of Image125

Zero-shot semantic segmentation is a task of predicting target regions after training without infor-126

mation about what semantic concepts are targeted during test time. A typical approach is training127

encoders on large-scale datasets for obtaining generalizable features. Recent development of self-128

supervised learning improves the performance of such a feature-based approach.129

Li et al. [2022]’s LSeg employs an image feature encoder using dense prediction transformers [Ranftl130

et al., 2021] and a text label feature encoder using CLIP [Radford et al., 2021], which are trained on131

large-scale language-image contrastive learning. Probability of a label l of a pixel r in an image I ,132

p(l|I, r), are predicted by dot product of pixel-level image feature fimg(I, r) and queried text label133

feature fq(l) followed by softmax:134

p(l|I, r) =
exp(fimg(I, r)fq(l)

T)P
l02L exp(fimg(I, r)fq(l0)T)

, (3)

where L is a set of possible labels. We omit the temperature parameter � in softmax. During135

training, LSeg optimizes only the image encoder fimg(I, r) through SGD on minimizing cross entropy136

on supervised semantic segmentation image datasets. The text encoder fq(l) is frozen from the137

pre-trained CLIP checkpoint [Radford et al., 2021]. The pre-trained CLIP becomes a platform138

and has been extended with further training another modules sharing the same latent space. For139

example, Reimers and Gurevych [2019, 2020] trains a multi-lingual (more than 50+ languages) text140

encoder, which enables CLIP and CLIP-inspired variants to use non-English queries like Japanese1.141

Because our work uses the same latent space, we can decompose NeRF with such non-English queries142

similarly.143

Segmentation can be performed with other types of query. For example, we can use image or pixel144

feature as a query fq in the same or similar formulation of Equation 3. For example, DINO [Caron145

et al., 2021], a self-supervised vision model, unsupervisedly solves video instance segmentation146

(tracking) by calculating similarity among the features in adjacent frames. Amir et al. [2021] also147

investigates co-segmentation and point correspondence by similarity and clustering of DINO features.148

In our experiments, we use these two publicly available models, LSeg and DINO, for producing149

image or text features of observed view images or users’ queries for 3D decomposition.150

4 Neural Perceptual Fields151

4.1 Learning Feature via Volume Rendering152

The basic NeRF learns a field to compute the density and the view-dependent color of a point, �(x) and153

c(x,d). We can extend NeRF by additionally modeling quantities. For example, SemanticNeRF [Zhi154

et al., 2021a, Fu et al., 2022] adds a branch, whose output is a probability distribution of closed-set155

semantic labels. They train the branch by supervision from images with ground-truth semantic labels156

and use the model to produce more labeled images from novel views for augmenting the labeled157

dataset.158

We further extend such ideas and enable NeRF to perform 3D zero-shot segmentation using open-set159

text labels or other feature queries. Instead of a branch performing closed-set classification, we160

propose to add a feature branch, whose output is a feature vector. This branch models a feature field161

describing some kind of characteristics of each spatial point. We supervise the feature field by a162

pretrained pixel-level image encoder fimg as a teacher network. Specifically, given a 3D coordinate x,163

the new NeRF outputs a feature vector f(x) in addition to density �(x) and color c(x,d). Volume164

rendering is also performed in the feature field as follows165

F̂(r) =

KX

k=1

T̂ (tk)↵(�(xk)�k) f(xk) . (4)

We can optimize f through SGD on minimizing the difference between rendered features F̂(r) and166

the teacher’s outputs fimg(I, r). This can be seen as distillation from 2D teacher network to 3D student167

network via the volume rendering trick. We call this model Neural Perceptual Fields (NePeRF).168

1https://huggingface.co/sentence-transformers/clip-ViT-B-32-multilingual-v1
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example, Reimers and Gurevych [2019, 2020] trains a multi-lingual (more than 50+ languages) text140

encoder, which enables CLIP and CLIP-inspired variants to use non-English queries like Japanese1.141

Because our work uses the same latent space, we can decompose NeRF with such non-English queries142

similarly.143

Segmentation can be performed with other types of query. For example, we can use image or pixel144

feature as a query fq in the same or similar formulation of Equation 3. For example, DINO [Caron145

et al., 2021], a self-supervised vision model, unsupervisedly solves video instance segmentation146

(tracking) by calculating similarity among the features in adjacent frames. Amir et al. [2021] also147

investigates co-segmentation and point correspondence by similarity and clustering of DINO features.148

In our experiments, we use these two publicly available models, LSeg and DINO, for producing149

image or text features of observed view images or users’ queries for 3D decomposition.150

4 Neural Perceptual Fields151

4.1 Learning Feature via Volume Rendering152

The basic NeRF learns a field to compute the density and the view-dependent color of a point, �(x) and153

c(x,d). We can extend NeRF by additionally modeling quantities. For example, SemanticNeRF [Zhi154

et al., 2021a, Fu et al., 2022] adds a branch, whose output is a probability distribution of closed-set155

semantic labels. They train the branch by supervision from images with ground-truth semantic labels156

and use the model to produce more labeled images from novel views for augmenting the labeled157

dataset.158

We further extend such ideas and enable NeRF to perform 3D zero-shot segmentation using open-set159

text labels or other feature queries. Instead of a branch performing closed-set classification, we160

propose to add a feature branch, whose output is a feature vector. This branch models a feature field161

describing some kind of characteristics of each spatial point. We supervise the feature field by a162

pretrained pixel-level image encoder fimg as a teacher network. Specifically, given a 3D coordinate x,163

the new NeRF outputs a feature vector f(x) in addition to density �(x) and color c(x,d). Volume164

rendering is also performed in the feature field as follows165

F̂(r) =

KX

k=1

T̂ (tk)↵(�(xk)�k) f(xk) . (4)

We can optimize f through SGD on minimizing the difference between rendered features F̂(r) and166

the teacher’s outputs fimg(I, r). This can be seen as distillation from 2D teacher network to 3D student167

network via the volume rendering trick. We call this model Neural Perceptual Fields (NePeRF).168
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et al., 2021a, Fu et al., 2022] adds a branch, whose output is a probability distribution of closed-set155
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and use the model to produce more labeled images from novel views for augmenting the labeled157
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We further extend such ideas and enable NeRF to perform 3D zero-shot segmentation using open-set159

text labels or other feature queries. Instead of a branch performing closed-set classification, we160

propose to add a feature branch, whose output is a feature vector. This branch models a feature field161

describing some kind of characteristics of each spatial point. We supervise the feature field by a162

pretrained pixel-level image encoder fimg as a teacher network. Specifically, given a 3D coordinate x,163

the new NeRF outputs a feature vector f(x) in addition to density �(x) and color c(x,d). Volume164

rendering is also performed in the feature field as follows165
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Figure 2: Neural perceptual field’s network architecture and its training flow. Its MLP takes positional
encoding of a coordinate x and a view direction d as input and predicts density �, color c, and feature
f . Training signal is backpropagated through minimizing the difference between volume-rendered
color/feature and ground-truth color/teacher’s feature, respectively.

We follow the training objective of the original NeRF [Mildenhall et al., 2020] and add a new objective169

for minimizing minimizing the difference between rendered features F̂(r) and the teacher’s outputs170

fimg(I, r). We use two networks for volume rendering with coarse-and-fine hierarchical sampling as171

well as the original NeRF does. We simultaneously train each network from scratch by minimizing172

photometric loss Lc and feature loss Lf :173

Lc =
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2
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1
, (5)

where R are sampled rays, and C(r) is the ground truth color of pixel ray r. Total training loss L is174

L = Lp + �Lf , (6)

where � is the weight of the feature loss and is set to 0.04 to balance the losses [Zhi et al., 2021a].175

We apply stop-gradient to density during rendering features F̂(r) in Equation 4, because multi-view176

inconsistent supervision with noise could harm reconstruction quality of geometry, although the177

effect seems negligible in preliminary experiments.178

4.2 Query-based Decomposition and Editing179

After training a NePeRF model, we can perform 3D zero-shot segmentation by directly using the180

feature field f and the pretrained text encoder fq. Specifically, probability of a label l of a point x in181

the 3D space, p(l|x), are predicted by dot product of the 3D feature f(x) and text label feature fq(l)182

followed by softmax:183

p(l|x) =
exp(f(x)fq(l)

T)P
l02L exp(f(x)fq(l0)T)

. (7)

When we use multiple queries, L = {l1, ...}, for selecting a group of regions, we use p(L|xk) =184 P
l02L p(l0|xk). This segmentation information is the fruits of the proposed PeNeRF framework.185

It is calculated at any 3D points without resolution limitation, and naturally used together with a186

radiance field and volume rendering. Note that the segmentation depends on only the 3D coordinate187

and the query2, so it and view synthesis with it are 3D consistent as well as the original NeRF. Unlike188

the proposed method, editing multiple synthesized images by image-based postprocessing breaks189

3D consistency. In addition, we can change the segmentation by changing only the query without190

retraining, which cannot be realized by existing methods using closed-set semantic segmentation [Zhi191

et al., 2021a] or instance segmentation annotation [Yang et al., 2021], but important for user-friendly192

interactive editing.193

2It is an interesting direction to introduce view dependency to the segmentation for discriminating view-
dependent query like referring expressions (e.g., “the chair left to the table”), but left for future work.
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Figure 1: Neural perceptual field’s network architecture and its training flow. Its MLP takes positional
encoding of a coordinate x and a view direction d as input and predicts density �, color c, and feature
f . Training signal is backpropagated through minimizing the difference between volume-rendered
color/feature and ground-truth color/teacher’s feature, respectively.

We can optimize f through SGD on minimizing the difference between rendered features F̂(r) and190

the teacher’s outputs fimg(I, r). This can be seen as distillation from 2D teacher network to 3D191

student network via the volume rendering trick. We call this model distilled feature field (DFF).192

We follow the original NeRF [Mildenhall et al., 2020] for the training objective and the volume193

rendering strategy. In addition to the photometric loss, we add a new objective for minimizing the194

difference between rendered features F̂(r) and the teacher’s outputs fimg(I, r). For volume rendering,195

we use two networks for volume rendering with coarse-and-fine hierarchical sampling as well as the196

original NeRF does. We simultaneously train each network from scratch by minimizing photometric197

loss Lp and feature loss Lf , in total, L:198
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where R are sampled rays, and C(r) is the ground truth color of pixel ray r, � is the weight of the199

feature loss and is set to 0.04 to balance the losses [Zhi et al., 2021a]. We apply stop-gradient to200

density during rendering features F̂(r) in Equation 3, because teacher’s features fimg(I, r) are not201

completely multi-view consistent, which could harm reconstruction quality of geometry.202

4.2 Query-based Decomposition and Editing203

After training a NePeRF model, we can perform 3D zero-shot segmentation by directly using the204

feature field f and another query encoder fq. Specifically, probability of a label l of a point x in the205

3D space, p(l|x), are predicted by dot product of the 3D feature f(x) and text label feature fq(l)206

followed by softmax:207

p(l|x) =
exp(f(x)fq(l)

T)P
l02L exp(f(x)fq(l0)T)

. (5)

When we use multiple queries, M = {l1, l2, ...}, for selecting a group of regions, we use p(M|xk) =208 P
l02M p(l0|xk). This segmentation information is the fruits of the proposed DFF framework. It209

can be calculated at any 3D point without limiting resolution, so naturally used together with a210

radiance field and volume rendering. Note that the segmentation depends on only the 3D coordinate211

and the query1, so it and view synthesis with it are 3D consistent as well as the original NeRF.212

Unlike the proposed method, editing multiple synthesized images by image-based postprocessing213

breaks 3D consistency. In addition, importantly for user-friendly interactive editing, we can change214

1It is an interesting direction to introduce view dependency to the segmentation for discriminating view-
dependent query like referring expressions (e.g., “the chair left to the table”) [Chen et al., 2020, Achlioptas et al.,
2020, Liu et al., 2021a, Azuma et al., 2022], but left for future work.
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color/feature and ground-truth color/teacher’s feature, respectively.

We can optimize f through SGD on minimizing the difference between rendered features F̂(r) and190

the teacher’s outputs fimg(I, r). This can be seen as distillation from 2D teacher network to 3D191

student network via the volume rendering trick. We call this model distilled feature field (DFF).192

We follow the original NeRF [Mildenhall et al., 2020] for the training objective and the volume193

rendering strategy. In addition to the photometric loss, we add a new objective for minimizing the194

difference between rendered features F̂(r) and the teacher’s outputs fimg(I, r). For volume rendering,195

we use two networks for volume rendering with coarse-and-fine hierarchical sampling as well as the196

original NeRF does. We simultaneously train each network from scratch by minimizing photometric197

loss Lp and feature loss Lf , in total, L:198

L = Lp + �Lf , Lp =
X

r2R
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completely multi-view consistent, which could harm reconstruction quality of geometry.202
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f . Training signal is backpropagated through minimizing the difference between volume-rendered
color/feature and ground-truth color/teacher’s feature, respectively.
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difference between rendered features F̂(r) and the teacher’s outputs fimg(I, r). For volume rendering,195

we use two networks for volume rendering with coarse-and-fine hierarchical sampling as well as the196

original NeRF does. We simultaneously train each network from scratch by minimizing photometric197

loss Lp and feature loss Lf , in total, L:198
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where R are sampled rays, and C(r) is the ground truth color of pixel ray r, � is the weight of the199

feature loss and is set to 0.04 to balance the losses [Zhi et al., 2021a]. We apply stop-gradient to200

density during rendering features F̂(r) in Equation 3, because teacher’s features fimg(I, r) are not201

completely multi-view consistent, which could harm reconstruction quality of geometry.202

4.2 Query-based Decomposition and Editing203

After training a NePeRF model, we can perform 3D zero-shot segmentation by directly using the204

feature field f and another query encoder fq. Specifically, probability of a label l of a point x in the205

3D space, p(l|x), are predicted by dot product of the 3D feature f(x) and text label feature fq(l)206

followed by softmax:207

p(l|x) =
exp(f(x)fq(l)

T)P
l02L exp(f(x)fq(l0)T)

. (5)

When we use multiple queries, M = {l1, l2, ...}, for selecting a group of regions, we use p(M|xk) =208 P
l02M p(l0|xk). This segmentation information is the fruits of the proposed DFF framework. It209

can be calculated at any 3D point without limiting resolution, so naturally used together with a210

radiance field and volume rendering. Note that the segmentation depends on only the 3D coordinate211

and the query1, so it and view synthesis with it are 3D consistent as well as the original NeRF.212

Unlike the proposed method, editing multiple synthesized images by image-based postprocessing213

breaks 3D consistency. In addition, importantly for user-friendly interactive editing, we can change214

1It is an interesting direction to introduce view dependency to the segmentation for discriminating view-
dependent query like referring expressions (e.g., “the chair left to the table”) [Chen et al., 2020, Achlioptas et al.,
2020, Liu et al., 2021a, Azuma et al., 2022], but left for future work.
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where L is a set of possible labels. If negative labels are not available, we may use other scores like139

thresholded cosine similarity to directly compute the probability of a label. During training, LSeg140

optimizes only the image encoder fimg(I, r) through SGD on minimizing cross entropy on supervised141

semantic segmentation image datasets. The text encoder fq(l) is obtained from a pre-trained CLIP142

model [56]. Recently, pre-trained CLIP has been leveraged as a backbone for a variety of tasks and143

has been extended with further training modules sharing the same latent space. For example, Reimers144

and Gurevych [61, 62] trains a multi-lingual (more than 50+ languages) text encoder, which enables145

CLIP and CLIP-inspired variants to use non-English queries like Japanese. In this work, we similarly146

use the latent space of a pre-trained CLIP, enabling decomposition of NeRFs with both English and147

non-English queries.148

Segmentation can further be performed with other types of queries. For example, we can use149

image, patch or pixel features as a query fq using a similar dot-product similarity formulation as150

in Eq. 2. Notably, DINO [7], a self-supervised vision model, unsupervisedly solves video instance151

segmentation (tracking) well by calculating similarity among the features in adjacent frames. Amir152

et al. [3] also demonstrate that DINO features work well on co-segmentation and point correspondence153

by similarity and clustering.154

In our experiments, we use these two publicly available models, LSeg and DINO, for producing155

image or text features of observed view images or users’ queries for 3D decomposition.156

4 Neural Perceptual Fields157

4.1 Distilling Foundation Modules into 3D Feature Fields via Volume Rendering158

NeRF learns a neural field to compute the density and the view-dependent color of a point, �(x)159

and c(x,d). We may extend NeRF by adding decoders for other quantities of interest. For example,160

SemanticNeRF [86] adds a branch outputting a probability distribution of closed-set semantic labels,161

trained with supervision via images with ground-truth semantic labels. This enables prediction of162

semantic segmentation masks from novel views and use the model to produce more labeled images163

from novel views for augmenting the labeled dataset. Because ground-truth annotation is costly, the164

method is practically inefficient as a means of scene editing [81]. For specific domains like traffic165

scenes [20, 32], instead of ground truth, we could train a closed-set segmentation model and use its166

prediction for training object-aware neural fields. However, the method is possible only if types of167

objects are limited and the domain-specific supervised dataset is available; it limits the application of168

scene editing in terms of domain and flexibility of decomposition.169

We further extend such ideas and enable NeRF to perform 3D zero-shot segmentation using open-set170

text labels or other feature queries. Instead of a branch performing closed-set classification, we171

propose to add a feature branch outputting a feature vector itself. This branch models a 3D feature172

field describing semantics of each spatial point. We supervise the feature field by a pretrained pixel-173

level image encoder fimg as a teacher network. Specifically, given a 3D coordinate x, the new NeRF174

outputs a feature vector f(x) in addition to density �(x) and color c(x,d), as shown in Figure 1.175

Volume rendering is performed similarly in the feature field as follows176
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addition to the photometric loss, we add a new objective for minimizing the difference between181

rendered features F̂(r) and the teacher’s outputs fimg(I, r). For volume rendering, we use two182

networks for volume rendering with coarse-and-fine hierarchical sampling as well as the original183
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3.2 Pre-trained Models and Zero-shot Segmentation of Image125

Zero-shot semantic segmentation is a task of predicting target regions after training without infor-126

mation about what semantic concepts are targeted during test time. A typical approach is training127

encoders on large-scale datasets for obtaining generalizable features. Recent development of self-128

supervised learning improves the performance of such a feature-based approach.129

Li et al. [2022]’s LSeg employs an image feature encoder using dense prediction transformers [Ranftl130

et al., 2021] and a text label feature encoder using CLIP [Radford et al., 2021], which are trained on131

large-scale language-image contrastive learning. Probability of a label l of a pixel r in an image I ,132

p(l|I, r), are predicted by dot product of pixel-level image feature fimg(I, r) and queried text label133

feature fq(l) followed by softmax:134

p(l|I, r) =
exp(fimg(I, r)fq(l)

T)P
l02L exp(fimg(I, r)fq(l0)T)

, (3)

where L is a set of possible labels. We omit the temperature parameter � in softmax. During135

training, LSeg optimizes only the image encoder fimg(I, r) through SGD on minimizing cross entropy136

on supervised semantic segmentation image datasets. The text encoder fq(l) is frozen from the137

pre-trained CLIP checkpoint [Radford et al., 2021]. The pre-trained CLIP becomes a platform138

and has been extended with further training another modules sharing the same latent space. For139

example, Reimers and Gurevych [2019, 2020] trains a multi-lingual (more than 50+ languages) text140

encoder, which enables CLIP and CLIP-inspired variants to use non-English queries like Japanese1.141

Because our work uses the same latent space, we can decompose NeRF with such non-English queries142

similarly.143

Segmentation can be performed with other types of query. For example, we can use image or pixel144

feature as a query fq in the same or similar formulation of Equation 3. For example, DINO [Caron145

et al., 2021], a self-supervised vision model, unsupervisedly solves video instance segmentation146

(tracking) by calculating similarity among the features in adjacent frames. Amir et al. [2021] also147

investigates co-segmentation and point correspondence by similarity and clustering of DINO features.148

In our experiments, we use these two publicly available models, LSeg and DINO, for producing149

image or text features of observed view images or users’ queries for 3D decomposition.150

4 Neural Perceptual Fields151

4.1 Learning Feature via Volume Rendering152

The basic NeRF learns a field to compute the density and the view-dependent color of a point, �(x) and153

c(x,d). We can extend NeRF by additionally modeling quantities. For example, SemanticNeRF [Zhi154

et al., 2021a, Fu et al., 2022] adds a branch, whose output is a probability distribution of closed-set155

semantic labels. They train the branch by supervision from images with ground-truth semantic labels156

and use the model to produce more labeled images from novel views for augmenting the labeled157

dataset.158

We further extend such ideas and enable NeRF to perform 3D zero-shot segmentation using open-set159

text labels or other feature queries. Instead of a branch performing closed-set classification, we160

propose to add a feature branch, whose output is a feature vector. This branch models a feature field161

describing some kind of characteristics of each spatial point. We supervise the feature field by a162

pretrained pixel-level image encoder fimg as a teacher network. Specifically, given a 3D coordinate x,163

the new NeRF outputs a feature vector f(x) in addition to density �(x) and color c(x,d). Volume164

rendering is also performed in the feature field as follows165

F̂(r) =
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We can optimize f through SGD on minimizing the difference between rendered features F̂(r) and166

the teacher’s outputs fimg(I, r). This can be seen as distillation from 2D teacher network to 3D student167

network via the volume rendering trick. We call this model Neural Perceptual Fields (NePeRF).168
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use the latent space of a pre-trained CLIP, enabling decomposition of NeRFs with both English and147

non-English queries.148

Segmentation can further be performed with other types of queries. For example, we can use149

image, patch or pixel features as a query fq using a similar dot-product similarity formulation as150

in Eq. 2. Notably, DINO [7], a self-supervised vision model, unsupervisedly solves video instance151

segmentation (tracking) well by calculating similarity among the features in adjacent frames. Amir152

et al. [3] also demonstrate that DINO features work well on co-segmentation and point correspondence153

by similarity and clustering.154

In our experiments, we use these two publicly available models, LSeg and DINO, for producing155

image or text features of observed view images or users’ queries for 3D decomposition.156

4 Neural Perceptual Fields157

4.1 Distilling Foundation Modules into 3D Feature Fields via Volume Rendering158

NeRF learns a neural field to compute the density and the view-dependent color of a point, �(x)159

and c(x,d). We may extend NeRF by adding decoders for other quantities of interest. For example,160

SemanticNeRF [86] adds a branch outputting a probability distribution of closed-set semantic labels,161

trained with supervision via images with ground-truth semantic labels. This enables prediction of162

semantic segmentation masks from novel views and use the model to produce more labeled images163

from novel views for augmenting the labeled dataset. Because ground-truth annotation is costly, the164

method is practically inefficient as a means of scene editing [81]. For specific domains like traffic165

scenes [20, 32], instead of ground truth, we could train a closed-set segmentation model and use its166

prediction for training object-aware neural fields. However, the method is possible only if types of167

objects are limited and the domain-specific supervised dataset is available; it limits the application of168

scene editing in terms of domain and flexibility of decomposition.169

We further extend such ideas and enable NeRF to perform 3D zero-shot segmentation using open-set170

text labels or other feature queries. Instead of a branch performing closed-set classification, we171

propose to add a feature branch outputting a feature vector itself. This branch models a 3D feature172

field describing semantics of each spatial point. We supervise the feature field by a pretrained pixel-173

level image encoder fimg as a teacher network. Specifically, given a 3D coordinate x, the new NeRF174

outputs a feature vector f(x) in addition to density �(x) and color c(x,d), as shown in Figure 1.175

Volume rendering is performed similarly in the feature field as follows176

F̂(r) PE(x) PE(d) =
KX

k=1

T̂ (tk)↵(�(xk)�k) f(xk) . (3)

We can optimize f through SGD on minimizing the difference between rendered features F̂(r) and177

the teacher’s outputs fimg(I, r). This can be seen as distillation from 2D teacher network to 3D178

student network via the volume rendering trick. We call this model distilled feature field (DFF).179

We follow the original NeRF [46] for the training objective and the volume rendering strategy. In180

addition to the photometric loss, we add a new objective for minimizing the difference between181

rendered features F̂(r) and the teacher’s outputs fimg(I, r). For volume rendering, we use two182

networks for volume rendering with coarse-and-fine hierarchical sampling as well as the original183

NeRF does. We simultaneously train each network from scratch by minimizing photometric loss Lp184

and feature loss Lf , in total, L:185

L = Lp + �Lf , Lp =
X

r2R

���Ĉ(r) � C(r)
���

2

2
, Lf =

X

r2R

���F̂(r) � fimg(I, r)
���

1
, (4)

4

Figure 1: Left: A Distilled Feature Field (DFF) maps a coordinate x and a viewing direction d to
density �, color c, and feature f . It is trained by minimizing the difference between rendered features
and features as predicted by a pre-trained image feature encoder, as well as the rendered color and
ground-truth pixel color. Right: At test time, we may decompose and edit 3D space via selecting and
manipulating different 3D regions with a variety of queries.

perform zero-shot semantic segmentation by aligning pixel-level features and a text query feature.
LSeg employs an image feature encoder with the DPT architecture [71] and a CLIP-based text label
feature encoder [69], trained via large-scale language-image contrastive learning. The probability of
a text label l given a pixel r in an image I , p(l|I, r), is then calculated via dot product of pixel-level
image feature fimg(I, r) and queried text feature fq(l) followed by a softmax:

p(l|I, r) =
exp(fimg(I, r)fq(l)

T)P
l02L exp(fimg(I, r)fq(l0)T)

, (2)

where L is a set of possible labels. If negative labels are not available, we may use other scores like
thresholded cosine similarity to directly compute the probability of a label. During training, LSeg
optimizes only the image encoder fimg(I, r) by minimizing cross-entropy on supervised semantic
segmentation datasets. The text encoder fq(l) is obtained from a pre-trained CLIP model [69].
Recently, pre-trained CLIP has been leveraged as the backbone for a variety of tasks and has been
extended with additional modules sharing the same latent space. For example, Reimers and Gurevych
[74, 75] trains a multi-lingual (more than 50+ languages) text encoder, which enables CLIP and
CLIP-inspired variants to use non-English queries like Japanese. We similarly use the latent space of
a pre-trained CLIP for LSeg via distillation, enabling the decomposition of NeRFs with both English
and non-English queries. Segmentation can further be performed with other modalities such as
image, patch or pixel query features fq using a similar dot-product similarity formulation as in Eq. 2.
Notably, DINO [12], a self-supervised vision model, solves video instance segmentation and tracking
by calculating similarity among features in adjacent frames. Amir et al. [3] also demonstrate that
DINO features work well on co-segmentation and point correspondence by similarity and clustering.
In our experiments, we use these two publicly available models, LSeg and DINO, to obtain features
of images and texts for 3D decomposition.

4 Distilled Feature Fields

4.1 Distilling Foundation Modules into 3D Feature Fields via Volume Rendering

NeRF learns a neural field to compute the density and view-dependent color, �(x) and c(x,d). We
may extend NeRF by adding decoders for other quantities of interest. For example, SemanticN-
eRF [112] adds a branch outputting a probability distribution of closed-set semantic labels, trained
with supervision via images with ground-truth semantic labels. This enables the prediction of pairs of
RGB and semantic segmentation masks from novel views, useful for data augmentation. However,
because ground-truth annotation is costly, the method is inefficient as a means of scene editing [104].
For specific domains like traffic scenes [25, 41], we may instead train a closed-set segmentation model
and use its prediction for training object-aware neural fields. However, this approach is possible only
if the types of objects are limited and the domain-specific supervised dataset is available; limiting the
application of scene editing in terms of domain and flexibility of decomposition.

4

p(l|x) = exp(f(x)fq(l)
T )∑

l′∈L exp(f(x)fq(l′)T )
(14)
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Appendix

A.1 Neural Radiance Fields (NeRFs)

Neural radiance fields [12] model a scene as a 6D, vector-valued continuous function that maps from
a position x = (x, y, z) and a normalized viewing direction d = (dx, dy, dz), to the differential
density � and emitted color (r, g, b). In practice, this is achieved via two neural networks which
partially share parameters: 1) the density network �(x) which depends only on the position x; and
2) the color network c(x,d) which depends on both the position x and viewing direction d.

Novel-View Synthesis. NeRF synthesizes an image by casting a ray r from the camera origin o
through the center of each pixel. Points along the ray are parameterized as rt = o + td, where t is
the distance of the point to the camera origin o. The color C(r) of the ray r between the near and
far scene bounds tn and tf is given by the volume rendering integral [52]

C(r) =

Z tf

tn

T (t)�(rt)c(rt,d) dt, T (t) = exp

✓
�
Z t

tn

�(rs) ds

◆
, (5)

where T (t) is the accumulated transmittance along the ray from rtn to rt.

Modeling a Scene with NeRFs. For a scene, we are given a dataset of N RGB images {I}N
i=1

with camera poses {T}N
i=1. At each iteration, we sample a batch of rays R ⇠ {T}N

i=1 and optimize
� and c by minimizing the photometric loss Lrgb =

P
r2R k Ĉ(r)� I(r)k2

2, where I(r) is the RGB
value of the pixel corresponding to ray r 2 R, and Ĉ(r) is the color estimated by the model using a
discrete approximation of Equation 5 [12, 53].

A.2 Dense 2D Feature Extraction via MaskCLIP

We provide pseudo code for the MaskCLIP method [11] for extracting dense, patch-level features
from the CLIP model [1] below. Algorithm 1 is the computation graph of the last layer of vanilla
CLIP. Algorithm 2 is MaskCLIP’s modified graph. Note that the two linear transformations via Wv
and Wout can be fused into a single convolution operation. We provide our feature extraction code
in our GitHub repository (https://github.com/f3rm/f3rm).

Algorithm 1 Image Feature (Original)
1 def forward(x):
2 q, k, v = W_qkv @ self.ln_1(x)
3 v = (q[:1] * k).softmax(dim=-1) * v
4 x = x + W_out @ v
5 x = x + self.mlp(self.ln_2(x))
6 return x[:1] # the CLS token

Algorithm 2 Dense Features (MaskCLIP 11)

1 def forward(x):
2 v = W_v @ self.ln_1(x)
3 z = W_out @ v
4 return z[1:] # all but the CLS token

A.3 Feature Fields

Implementation Details. Memory for caching the 2D feature map is a significant system bottle-
neck that does not appear with RGB reconstruction because high-dimensional features, up-scaled to
the RGB image resolution, can grow to more than 40 GB for a standard NeRF dataset. We solve
this issue by reconstructing patch-level feature maps without up-scaling them to pixel resolution.
We speed up our feature distillation by building off newer NeRF implementations using hierarchical
hash grids [8] based on Nerfacto [10].

Feature Field Quality. F3RM benefits from neural feature fields’ ability to reconstruct detailed
3D geometry. We offer such an example in Figure A8. Notice the difference in resolution, between
the source 2D feature map (middle), and the final feature field.
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Pixel, Ray and Patch

Sample pixels then generate ray4

4nerfstudio

https://github.com/nerfstudio-project/nerfstudio
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Problem Formulation

Bridge 2D-to-3D Gap for Robotic Manipulation

Distilled Feature Fields Enable Few-Shot
Language-Guided Manipulation 5

DFFs: 3D geometry + rich semantics from 2D VLMs
6-DOF grasp or palce pose: T = (R, t)

Few-shot manipulation: < {I},T∗ >, {I}Ni=1

Open-text language-guided manipulation: L+, L−

5CoRL 2023 - Best Paper
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Transformation Explained

SE(3): Special Euclidean group in 3 dimensions
Rotation matrix example

Rx(θ) =



1 0 0
0 cos θ − sin θ
0 sin θ cos θ




Translation

(x, y, z)
(a,b,c)−→ (x+ a, y + b, z + c)

https://math.stackexchange.com/questions/1799191/the-physical-significance-of-the-lie-algebra-of-se3
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Representing 6-DOF Poses with Feature Fields

Approximate local 3D feature field via query points

X = {x ∈ R3}Nq

α-weighted features

fα(x) = α(x) · f(x), α(x) = 1− exp(−σ(x) · δ)

Demo pose T representation: sample and concatenate

{fα(x) | x ∈ TX}, zT ∈ RNq·|f |
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Represent and Infer 6-DOF Poses

A More Concrete View

query points
sampling→ features concat→ demo embed

avg→ task embed

Task Embedding
Demo Embeddings

(c) Average Over n Demos

Features at Query Points

(b) Sample Feature Vectors

Query Points

6 DOF Gripper Pose 
 

(a) Collect Demonstrations in VR

concat

 =

Example Object
Feature Field

z1 z2
ZM

Figure 2: Representing 6-DOF Poses. (a) Recording the gripper pose T⇤ in virtual reality (VR) on
an example mug. (b) We approximate the continuous local field via a fixed set of query points in
the gripper’s canonical frame. (c) We concatenate feature vectors at these query points, then average
over n (we use n = 2) demonstrations. This gives a task embedding ZM for the task M .

3.2 Representing 6-DOF Poses with Feature Fields

We wish to represent the pose of the gripper in a demonstration by the local 3D feature field in the
gripper’s coordinate frame. We approximate this local context via a discrete set of query points and
the feature vectors measured at each point. We sample a fixed set of Nq query points X = {x 2
R3}Nq in the canonical gripper frame for each task M from a 3D Gaussian. We adjust its mean and
variance manually to cover parts of the object we intend to target, as well as important context cues
(e.g., body of the mug when grasping the handle) and free-space (Fig.2b). For a 6-DOF gripper pose
T, we sample the feature field f at each point in the query point cloud, transformed by T (Fig.2b).

To account for the occupancy given by the local geometry, we weigh the features by their corre-
sponding alpha values from the density field � of the NeRF model, integrated over the voxel. At a
point x in the world frame, this produces the ↵-weighted features

f↵(x) = ↵(x) · f(x), where ↵(x) = 1 � exp(��(x) · �) 2 (0, 1), (2)

and � is the distance between adjacent samples. We sample a set of features {f↵(x) | x 2 TX}
using the transformed query points TX , and concatenate along the feature-dimension into a vector,
zT 2 RNq·|f |. The query points X and demo embedding zT thus jointly encode the demo pose T.

We specify each manipulation task M by a set of demonstrations {D}. We average zT over the
demos for the same task to obtain a task embedding ZM 2 RNq·|f | (Fig. 2c). This allows us to
reject spurious features and focus on relevant parts of the feature space. This representation scheme
is similar to the one used in Neural Descriptor Fields [17]. The main distinction is that NDF is
trained from scratch on object point clouds, whereas our feature field is sourced from 2D foundation
models that are trained over internet-scale datasets. The capabilities that emerge at this scale hold the
potential for open-ended generalization beyond the few examples that appear in the demonstrations.

Inferring 6-DOF Poses. Our inference procedure involves a coarse pre-filtering step for the trans-
lational DOFs, and an optimization-based fine-tuning step for the rotational DOFs. First, we sample
a dense voxel grid over the workspace, where each voxel v has a grid-size �. We remove free space
by rejecting voxels with alphas ↵(v) < ✏free. We then remove voxels that are irrelevant to the task,
using the cosine similarity between the voxel feature f↵(v) and the task embedding ZM . To get the
complete 6-DOF poses T = {T}, we uniformly sample Nr rotations for each remaining voxel v.

Pose Optimization. We optimize the initial poses with the following cost function

Jpose(T) = � cos(zT,ZM ) (3)

using the Adam optimizer [18] to search for poses that have the highest similarity to the task embed-
ding ZM . After each optimization step, we prune poses that have the highest costs. We also reject
poses that are in collision by thresholding the number of overlapping voxels between a voxelized
gripper model and the scene geometry. This leaves us with a ranked list of poses that we feed into
a motion planner in PyBullet [19, 20]. We execute the highest-ranked grasp or place pose that has a

4
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Inferring 6-DOF Poses

Coarse pre-filtering

geometric: α(v) < ϵfree = 0.1

semantic: cos(fα(v),ZM ) < ϵtask

Pose optimization
T = {T}

Jpose(T) = − cos(zT,ZM ) (15)
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Open-Text Language-Guided Manipulation

Retrieving relevant demonstrations

cos(q,Fd), q = embCLIP(L
+)

Initializing grasp proposals

q−
i = embCLIP(L

−
i ) | i ∈ {i, · · · , n}

Language-guided grasp pose optimization

Jlang(T) = meanx∈TX

[
q⊗ fα(x)

]
· Jpose(T) (16)

https://drive.google.com/file/d/1119DvR6xRqJo1VuD_tCFA1AB5N8FLjxb/view?usp=sharing
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Pipeline for Language-Guided Manipulation

Pick up the Bowl

User
Text Features from !"#$

arg max
d

=

Selected Demo

(a) Retrieving Demonstrations

Features at Query Points

minimize Selected
Demo

Text Features
from CLIP

Pick up the Bowl

User

Average over

(b) Language-Guided Pose Optimization

Figure 3: Pipeline for Language-Guided Manipulation. (a) Encode the language query with CLIP,
and compare its similarity to the average query point features over a set of demos. The mug lip
demos have the highest similarity to “Pick up the Bowl”. (b) Generate and optimize grasp proposals
using the CLIP feature field by minimizing Jlang. We use the selected demo from (a) in Jpose, and
compute the language-guidance weight with the text features and average query point features.

valid motion plan. Observe that our scheme operates over the entire feature field, and does not rely
on assumptions about objectness such as segmentation masks or object poses.

3.3 Open-Text Language-Guided Manipulation

Natural language offers a way to extend robotic manipulation to an open-set of objects, serving
as an attractive alternative when photos of the target object are inaccurate or unavailable. In our
language-guided few-shot manipulation pipeline, the learning procedure and the representation for
the demonstrations remain consistent with Section 3.2. At test time, the robot receives open-text
language queries from the user that specify the object of interest to manipulate. Our language-guided
pose inference procedure comprises three steps (see Fig.3): (i) retrieving relevant demonstrations,
(ii) initializing coarse grasps, and (iii) language-guided grasp pose optimization.

Retrieving Relevant Demonstrations. We select the two demonstrations whose average feature
Fd (averaged among the query points of each demo pose T⇤) is closest to the text embedding
q = embCLIP(L

+) (Fig.3a). We found that using the positive query text (L+) alone is sufficient.
This means finding the demonstration that maximizes the cosine similarity cos(q,Fd). Note that
the objects used in the demonstrations do not have to come from the same category as the target
object. For instance, asking the robot to pick up the “measuring beaker” or “bowl” leads to the robot
choosing the demonstration of picking up a mug by its lip (Fig.4).

Initializing Grasp Proposals. We speed up grasp pose inference by first running a coarse proposal
step where we filter out regions in the feature field that are irrelevant to the text query. We start by
sampling a dense voxel grid among the occupied regions by masking out free space (see Sec.3.2).
Afterward, we prune down the number of voxels by keeping those more similar to the positive query
L+ than any one of the negative queries L�. Formally, let q�

i = embCLIP(L
�
i ) | i 2 {1, . . . , n}

be the text embeddings of the negative queries. We compute the softmax over the pair-wise cosine
similarity between the voxel’s feature f↵(v) and the ensemble [q,q�

1 ,q�
2 , . . . ,q�

n ], and identify the
closest negative query q�. We remove voxels that are closer to q� than the positive query q. The
cosine similarity between the voxel embedding and [q,q�] pair forms a binomial distribution that
allows us to reject voxels that have < 50% probability of being associated with the negative query.
Finally, to get the set of initial poses T = {T}, we sample Nr rotations for each remaining voxel.

Language-Guided Grasp Pose Optimization. To incorporate language guidance, we first com-
pute Jpose from Eq.3 using the two demonstrations retrieved in the first step. We then assign a lower
cost to regions that are more similar to the language query q by computing a language-guidance
weight Cq = mean

x2TX
[q ⌦ f↵(x)], and multiply it with Jpose (Fig.3b)

Jlang(T) = mean
x2TX

h
q ⌦ f↵(x)

i
· Jpose(T). (4)
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F3RM Overview

Collecting multiple images of the scene
Train a feature field
Optimize grasp poses using language query and execute

1.Scan Scene 2. Distill Features

Extract Dense
2D Features

Co!ee Mug

Baymax

3. Language-Guided Manipulation

3D Feature Field

Figure 1: Distilled Feature Fields Enable Open-Ended Manipulation. (1) Robot uses a selfie
stick to scan RGB images of the scene (camera frustums shown). (2) Extract patch-level dense
features for the images from a 2D foundation model, and distill them into a feature field (PCA
shown) along with modeling a NeRF. (3) We can query CLIP feature fields with language to generate
heatmaps and infer 6-DOF grasps on novel objects given only ten demonstrations.

from a vision-language model, CLIP [1], which is a strong zero-shot learner on various vision and
visual question-answering tasks.

One challenge that makes distilled feature fields unwieldy for robotics is the long time it takes to
model each scene. To address this, we build upon the latest NeRF techniques, and employ hierarchi-
cal hashgrids to significantly reduce the modeling time [8, 9, 10]. When it comes to vision-language
features, CLIP is trained to produce image-level features, whereas 3D feature distillation requires
dense 2D descriptors. Our solution is to use the MaskCLIP [11] reparameterization trick, which
extracts dense patch-level features from CLIP while preserving alignment with the language stream.

We demonstrate that Distilled Feature Fields enable open-ended scene understanding and can be
leveraged by robots for 6-DOF object manipulation. We call this approach Feature Fields for Robotic
Manipulation (F3RM). We present few-shot learning experiments on grasping and placing tasks,
where our robot is able to handle open-set generalization to objects that differ significantly in shape,
appearance, materials, and poses. We also present language-guided manipulation experiments where
our robot grasps or places objects in response to free-text natural language commands. By taking
advantage of the rich visual and language priors within 2D foundation models, our robot generalizes
to new categories of objects that were not seen among the four categories used in the demonstrations.

2 Problem Formulation

We consider the class of manipulation problems that can be parameterized via a single rigid-body
transformation T 2 SE(3), and focus on grasping and placing tasks. We parameterize a 6-DOF
grasp or place pose as T = (R, t) in the world frame (see Figure 2), where R is the rotation matrix,
and t is the translation vector. In each scene, the robot is given a set of RGB images {I} with their
corresponding camera poses.

Few-Shot Manipulation. We aim to build robots that can manipulate objects given only a few
demonstrations of a task, such as grasping a mug by its handle. During learning, each demonstration
D consists of the tuple h{I},T⇤i, where {I}N

i=1 are N RGB camera views of the scene and T⇤ is a
pose that accomplishes the desired task. During testing, the robot is given multiple images {I0} of a
new scene which may contain distractor objects and clutter. The robot’s goal is to predict a pose T
that achieves the task. We want to test for open-ended generalization: the new scene contains related
but previously unseen objects that differ from the demo objects in shape, size, pose, and material.

2

https://drive.google.com/file/d/16I_erzdvtsJQ-ka_GD5GbjEURngwhucl/view?usp=drive_link
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No incentives for model to learn compositional relations
between objects.
Lack of higher-level scene representation[2]
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Future Work

Follow-up Questions

Scene representation at different level [2]?

Better scene understanding? Scene graph?

Imitation or reinforcement learning?

Datasets and experimental environment?

https://robotics-transformer-x.github.io/
https://colab.research.google.com/drive/16ODBl_jRJwPwdFETNjbZHZZQo-jhp06L?usp=sharing
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Abstract—3D scene graphs have recently emerged as a pow-
erful high-level representation of 3D environments. A 3D scene
graph describes the environment as a layered graph where nodes
represent spatial concepts at multiple levels of abstraction (from
low-level geometry to high-level semantics including objects,
places, rooms, buildings, etc.) and edges represent relations
between concepts. While 3D scene graphs can serve as an
advanced “mental model” for robots, how to build such a rich
representation in real-time is still uncharted territory.

This paper describes a real-time Spatial Perception System,
a suite of algorithms to build a 3D scene graph from sensor
data in real-time. Our first contribution is to develop real-
time algorithms to incrementally construct the layers of a scene
graph as the robot explores the environment; these algorithms
build a local Euclidean Signed Distance Function (ESDF) around
the current robot location, extract a topological map of places
from the ESDF, and then segment the places into rooms using
an approach inspired by community-detection techniques. Our
second contribution is to investigate loop closure detection and
optimization in 3D scene graphs. We show that 3D scene graphs
allow defining hierarchical descriptors for loop closure detection;
our descriptors capture statistics across layers in the scene
graph, ranging from low-level visual appearance to summary
statistics about objects and places. We then propose the first
algorithm to optimize a 3D scene graph in response to loop
closures; our approach relies on embedded deformation graphs
to simultaneously correct all layers of the scene graph. We
implement the proposed Spatial Perception System into a highly
parallelized architecture, named Hydra1, that combines fast early
and mid-level perception processes (e.g., local mapping) with
slower high-level perception (e.g., global optimization of the scene
graph). We evaluate Hydra on simulated and real data and
show it is able to reconstruct 3D scene graphs with an accuracy
comparable with batch offline methods despite running online.

Index Terms—Robot perception, 3D scene graphs, localization
and mapping, real-time scene understanding.

I. INTRODUCTION

The next generation of robots and autonomous systems will
be required to build persistent high-level representations of
unknown environments in real-time. High-level representations
are required for a robot to understand and execute instructions
from humans (e.g., “bring me the cup of tea I left on the
dining room table”); high-level representations also enable fast
planning (e.g., by allowing planning over compact abstractions

1Hydra is available at https://github.com/MIT-SPARK/Hydra

Buildings

Rooms

Places

Objects  
and  
Agents

Metric-Semantic 
3D Mesh

Fig. 1. We present Hydra, a highly parallelized architecture to build 3D scene
graphs from sensor data in real-time. The figure shows sample input data and
the 3D scene graph created by Hydra in a large-scale real environment.

rather than dense low-level geometry). Such representations
must be built in real-time to support just-in-time decision-
making. Moreover, these representations must be persistent to
support long-term autonomy: (i) they need to scale to large
environments, (ii) they should allow for corrections as new
evidence is collected by the robot, and (iii) their size should
only grow with the size of the environment they model.

3D Scene Graphs [4, 26, 49, 50, 63, 67] have recently
emerged as powerful high-level representations of 3D envi-
ronments. A 3D scene graph (Fig. 1 and Fig. 6) is a layered
graph where nodes represent spatial concepts at multiple levels
of abstraction (from low-level geometry to objects, places,
rooms, buildings, etc.) and edges represent relations between
concepts. Armeni et al. [4] pioneered the use of 3D scene
graphs in computer vision and proposed the first algorithms
to parse a metric-semantic 3D mesh into a 3D scene graph.
Kim et al. [26] reconstruct a 3D scene graph of objects
and their relations. Rosinol et al. [49, 50] propose a novel
3D scene graph model that (i) is built directly from sensor
data, (ii) includes a subgraph of places (useful for robot
navigation), (iii) models objects, rooms, and buildings, and
(iv) captures moving entities in the environment. More recent
work [22, 25, 63, 67] infers objects and relations from point
clouds, RGB-D sequences, or object detections.
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Simulation Environment

Available Physics Engine
MuJoCo (Multi-Joint dynamics with Contact)
MetaWorld
PyBullet

Demo

https://mujoco.readthedocs.io/en/stable/overview.html
https://meta-world.github.io/
https://pybullet.org/wordpress/
https://drive.google.com/file/d/1D98ngXkfPZCbqrpEQnVG_UYb-vlFt2bk/view?usp=drive_link
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Thank you very much!
Q&A


	Neural Radiance Field & Feature Field Distillation
	Neural Radiance Field
	Distilled Feature Field

	Language-Guided Robotic Manipulation
	Problem Formulation
	Represent and Infer 6-DOF Poses
	Open-Text Language-Guided Manipulation

	Reflection & Future Work
	Reflection
	Future Work


