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Task Formulation

Given:
* a collection of speakers S,
+ a set of emotion labels &,
+ aconversation C, [(s1,u1), (s2,u2), + , (SN, un)]

Goal: identify the emotion label at each conversation turn

i SR

Umm but | think if you give me|
umm, one chance | can, | can
change your mind [fear]

Okay. g 3, ‘

Monica, you go to the head

" ' ' " m of the class [neutral]
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Datasets

Text-only:
EmoryNLP
Multimodal:
 The Interactive Emotional Dyadic Motion Capture (IEMOCAP)
Multimodal EmotionLines Dataset (MELD)

Neutral Neutral Anger
(Neutral) (Neutral) (Negative)

5) What about the
scene with the 7) You fell asleep!
kangaroo?

6 '

1) You liked it? You 3) Which part
really liked it? exactly?
see a kangaroo in a

o>

3

' 8

:

' world war epic.

Sadness
(Negative)

Dialogue

4) The whole thing! | was surprised to

Can we go?

8) Don't go,
I'm sorry.

Emotion Jo Neutral surpr
(Sentiment) : (Pos €) (Neutral) (Negat )



https://github.com/emorynlp/character-mining
https://sail.usc.edu/iemocap/
https://affective-meld.github.io/
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Context Modeling

To get the text embedding of ¢-th turn in a dialogue:
+ option 1: concatenate all contextual turns (not suitable in real-time setting)
- option 2: most recent k turns + prompt

Ct = [St—psUt—ks St—kt1,° " » 5t, Ut] 1)
Py =forug, < s¢ > feels < mask > (2)
H; = TextEncoder(C; @ P;) (3)

Carol:..... Now gol</s>Ross:Thanks a lot</s>for "Thanks a lot", Ross feels <mask>

context prompt



https://arxiv.org/pdf/2210.08713
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Context Modeling

for _, dialogue in enumerate(dialogues):
utterance_ids = []

uery = 'For utterance:'
I:uery_ids = tokenizer(query) ['input_ids'] [1:-1]
for idx, turn_data in enumerate(dialogue):
text_with_speaker = turn_datal'speaker'] + ':' + turn_datal['text']
token_ids = tokenizer(text_with_speaker)['input_ids'][1:]
utterance_ids.append(token_ids)
if turn_datal['label'] < @:
continue
full_context = [CONFIG['CLS']] Cantext Modeling
lidx = @
for lidx in range(idx): # idx: curr utt_id in curr dialogue
total_len = sum([len(item) for item in utterance_ids[lidx:]]) + 8
if total_len + len(utterance_ids[idx]) <= CONFIG['max_len']:
break
lidx = max(lidx, idx - 8) # max dis=8
for item in utterance_ids[lidx:]:
full_context.extend(item)

Prompt

prompt logue[query_idx] ['speaker'] + ' feels <mask>'

full_query = query_ids + utterance_ids[query_idx] + tokenizer{prompt)['input_ids'][1:]
input_ids = full_context + full_query

input_ids = pad_to_len(input_ids, CONFIG['max_len'], CONFIG['pad_value'])
ret_utterances.append(input_ids)

ret_labels.append(dialogue[query_idx] ['label'])
self.all_utt_idx_with_extra.append(all_utt_idx + idx)
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Text Encoder

RoBERTa: A Robustly Optimized BERT Pretraining Approach

» How to use this model to get the features of a given text in PyTorch

from transformers import RobertaTokenizer, RobertaModel
tokenizer = RobertaTokenizer.from pretrained(’roberta-large’)
model = RobertaModel.from pretrained(’roberta-large’)

text = "Replace me by any text you’d like."

encoded_input = tokenizer (text, return_tensors=’'pt’)

output = model (x*encoded_input)

# encoded_input - "input_ids": torch.size([1l, 12])

# tensor([[0, 9064, 6406, 162, 30, 143, 2788, 47, 1017, 101, 4, 2]])
# output - sequence output:

# torch.size([1, 12, 1024])


https://arxiv.org/pdf/1907.11692
https://huggingface.co/FacebookAI/roberta-large
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Vision Encoding

0 Video level: Timesformer
0 Frame level: ResNet

Stage one Stage two
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Figure credits to ACL-23: FacialVIMT


https://aclanthology.org/2023.acl-long.861.pdf
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Cross-Modal Attention

O Latent adaptation from 8 to «, Yo, = CMg_, o (Xa, Xg)

QuKT
Y. = softmax \%
“ ( Vg ) ?

4)

XaWo WE XT
B
= softmax( —————# " ) X, W
( Vi ) BV Vs
softmax ( Q\(}%; ) Vg € RT2xd
"""""""""" R T T
N N é
N N N
Qq € RTox Kp € RTs*% V, € RTsx:
- LT e
. . Wo. I W W,
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Modality a Modality 3

ACL-19: Multimodal Transformer for Unaligned Multimodal Language Seguences


https://arxiv.org/pdf/1906.00295
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Cross-Modal Transformer

Given unimodal embeddings: E;, E,, E,

« intra-modal interactions: H, = Transformer(E, ), H, = Transformer(E,)
* inter-modal interactions:
H;_, = CM-Transformer(E;, H,),
H,;_,_, = CM-Transformer(H;_,, H,)

+ emotion classification layer:
q(y) = softmax(W'H,_,_, + b) (6)

* pseudo code:
audio_emb=audio_transformer (audio_linear (audio_inputs),audio_mask)
vis_emb=vis_transformer (vis_linear (vision_inputs),vision_mask)
ta_feat=cm_ta_transformer (text_feat, audio_emb, audio_emb)
at_feat=cm_ta_transformer (audio_emb, text_feat, text_feat)
tat_feat=torch.cat ((ta_feat, at_feat)) # concatenate
vta_feat=cm_tat_transformer (vis_emb, tat_feat, tat_feat)
tav_feat=cm_tat_transformer (tat_feat, vis_emb, vis_emb)
final_feat=torch.cat ((vta_feat, tav_feat))

Refer to official implementation


https://github.com/NUSTM/FacialMMT/blob/main/src/models.py
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Multimodal Adaptation Gate (MAG)

[0 Shifting by a displacement vector: Z; = Z; + aH;
H; = g7 - (WaA;i) +gi - (WoV;) + b (7)
9i = R(Wya[Zi; Ai] + ba), ®)

gl'J = R(WQ’U[Zi; Vz] + bv)

[z ]
1
— Shifting
ﬁ
1
Attention
Gating

Lexical Acoustic Visual
Input Input Input

ACL-20: Integrating Multimodal Information in Large Pretrained-Transformers


https://arxiv.org/pdf/1908.05787
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Attention-based Modality Shifting Fusion

[l Fusion by the displacement vector based on non-verbal information

Zy = Fr, + X Hg (9)

where Hy = ghy - (Wa - Ffi, + b2), ghy = R(W1 - [Fr; il + b1)
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Figure credits to: TelME


https://arxiv.org/pdf/2401.12987
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Class Imbalance

[J Emotion distribution on the training set of MELD dataset

4000

3000

2000

1000

fear  disqust sadness anger surprise  joy  neutral

[0 Evaluation metric: weighted-F1 score

18]
weighted-F1 = ~w; x F1;
i=1 (10)
F1— 9« Precision x Recall

Precision + Recall
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Supervised Contrastive Learning

[ Self-supervised contrastive loss

Wl Z"Cse” Z log exp(z; - Zj(i)/T) 1)

iel iel ZaeA(i) exp(zi * 2a/T)

[J Supervised contrastive losses

.S s eXP(zi ‘z /T)
”Loutp:Z outpz Z \P(z)\ Z log L (12)

icl pEP(i) ZaeA(i) exP(Z’i : Zﬂ/T)

sup quiu;z _ Z _ log{ 7 Z exp(zi - 2p/T) } (13)

iel iel peP(1) ZagA(j,) exp(2i - za/T)

where
i€l ={1---2N}, z; = Proj(Enc(%;)), A(Z) = I\{i}, P(i)={p € A(%) : Jp = Ui}

given
{Tk, Y tk=1...~8, {Z1, G }1=1...2N, Y2k—1 = Y2k = Yk

NeurlPS-20: Supervised Contrastive Learning


https://arxiv.org/pdf/2004.11362
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Supervised Prototypical Contrastive Learning

Issue: limited batch size + class imbalance
* representation queue for each category: Q. = [25, 25, - , 25/]
+ support set by random selection: S = RANDOMSELECT(Q., K)
« prototype vector for each category: T. = % ZZJC ek 5
+ supervised prototypical loss:

N F(z, 2
£ —log{ o Zpelf(z) (2i, 2p) } (14)
‘P(Z)| ZaeA(i) g(ziaza)

where

F(zi,2j) = exp(G(2i, 25)/7)



https://arxiv.org/pdf/2210.08713
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Challenges

O Embody the multimodal emotion recognition model
— complementing it with sensor data from a robot agent

0 End-to-end training

— train on sensor data directly
— discern good features from noisy inputs

O Real-time inference
— reference speed: minimum of 1-3 HZ
— cannot run large models directly on the robot
— backend server/cloud service: round-trip delay

Refer to: and


https://research.google/blog/palm-e-an-embodied-multimodal-language-model/
https://robotics-transformer2.github.io/assets/rt2.pdf
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Progress and Future Work

Progress:
* illustration of our framework
» preliminary results

Future work:
+ deploy on Ameca
« collect more data and co-fine-tune


https://drive.google.com/file/d/1Wme6r4JlzWI65iLDBrfiJ51rdoFI9DA9/view?usp=sharing
https://drive.google.com/file/d/1alAAoogUVI14k4RLY2fqDPBqYi-pI4sg/view?usp=sharing
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Thank you very much!
Q&A
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